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ABSTRACT

We introduce a novel Big Data analytics model to detect upward revenue misreporting. The model uses
freely available Google searches of firm products to provide external entity business state (EBS) evidence.
The veracity of the reported numbers is enhanced when auditors can obtain external EBS evidence
congruent with the reported numbers. The Google search volume index (SVI) of firm products is a good
candidate for such EBS evidence because it nowcasts (i.e. predicts present) firm sales and is independent
of management control. A large discrepancy such as a high sales growth together with a large decline in
the SVI suggests possible manipulation upwards of revenues. We find that an indicator variable, MUP, of
a firm in the top sales growth quartile and bottom ASVI quartile in each industry-quarter predicts rev-
enue misstatements incrementally to the F_Score, Discretionary-Revenues model, two alternative up-
ward revenue manipulation identifiers, and analyst and media coverages. MUP predictability is stronger
in end-user industries and in interim quarters relative to the fourth quarter. We also find corroborating
evidence that MUP firms have lower sales growth persistence, larger increases in accounts receivables,
and lower allowances for bad debts, consistent with their lower revenue quality.

Auditing theory of evidentiary triangulation
Earnings management
Predicting accounting fraud

© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
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1. Introduction

Financial misreporting remains frequent despite increased reg-
ulatory oversight and standard setters’ repeated attempts to
simplify and standardize revenue recognition. Accounting frauds
and misstated financial statements persist. Dyck, Morse, and
Zingales (2023) speculate that the corporate frauds we observe
could be just the tip of the iceberg. Peecher, Schwartz, and Solomon
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(2007) express a heightened concern that auditors remain inef-
fective in detecting audit risks following major auditing failures
globally in the 2000s.

The ongoing technological revolution has excited people with
the promise that Big Data can help solve accounting and auditing
problems. The American Accounting Association (AAA) hosted the
inaugural ‘Accounting IS Big Data’ conference in 2015 with the
mission “to explore the role of Big Data and analytics in all areas of
the accounting profession and to identify the opportunities for
accounting education and research” (https://aaahqg.org/Meetings/
2015/Accounting-IS-Big-Data). Despite several more such annual
conferences, there have been few academic studies on Big Data
innovations in auditing and accounting fraud detection (see Section
2.2).

We introduce a novel, simple model that leverages new Big Data
analytics to help auditors detect revenue misreporting. Many
people search for products on Google before making purchases, and
these searches have been found to ‘nowcast’ (i.e. predict present)
firm sales (Da, Engelberg, & Gao, 2011a). Google Trends provides
search data related to queried terms in a search volume index (SVI)
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at https://trends.google.com; Appendix A explains how to obtain
SVI data from Google Trends. We propose that the SVI for firm
products is a prime Big Data candidate for aiding with the detection
of sales misreporting. We intuit that an inconsistent pattern such as
a high sales growth in conjunction with a large SVI decline is sug-
gestive of upward revenue manipulation by managers. In this pa-
per, we show that a simple prototype indicator model, MUP, for a
firm ranked in the top sales growth quartile and bottom A4SVI
quartile each industry-quarter successfully predicts upward reve-
nue misstatements.

Our MUP (manipulation up) model may be viewed as an
application of the strategic-system auditing (SSA) framework pro-
posed by the auditing literature (Budescu, Peecher, & Solomon,
2012; Peecher et al., 2007). Auditors perform evidentiary triangu-
lation of data to assess fraud risks using three fundamental sources
of evidence: entity business states (EBS), management information
intermediaries (MII), and management business representations
(MBR). An apparent agreement between MBR and MII evidence is
not itself conclusive about the veracity of financial statements
because management has control over both sources of evidence.
Rather, a third component of external EBS-based evidence, which is
not easily manipulated by management, is essential. Auditors can
more reliably assess the veracity of the numbers reported in
financial statements when all three of EBS, MII, and MBR evidence
are congruent with each other (Peecher et al., 2007; Trotman &
Wright, 2012).

One promise of Big Data analytics for improving audit quality is
this potential to provide the external EBS evidence. Because Google
searches serve as externally generated evidence of firm activities
and transactions, the MUP model using the large deviations be-
tween the demand for a firm's products as implied by Google
searches and the reported GAAP sales numbers could serve as a red
flag that warns auditors of potential revenue misreporting. This
basis for the successful detection of misreporting is different from
that described in prior research relying on nonfinancial measures
(e.g., Brazel, Jones, & Zimbelman, 2009, references in Section 2.2).
Most of the non-financial items considered by previous studies are
still reported by management and so are not external sources of
evidence as required by the SSA framework.

The MUP model has other advantages. Google is the most pop-
ular search engine in the U.S., so auditors and other stakeholders
can utilize its large amount of data to probe the risk of financial
misstatements for a large number of auditees in a wide variety of
industries.! Furthermore, anyone can access Google Trends data for
free and in close-to-real time, which presents an opportunity for
the SVI data related to a firm's products to provide useful and timely
information about a firm's demand for its products. If so, the change
in SVI (4SVI) of firm products would be a useful correlate to capture
implied sales growth (Da et al, 2011a). In other words, low
numbers of Google searches would indicate a low demand for a
firm's products and signal low actual sales; we validate this
assumption that A4SVI nowcasts actual sales growth in the
contemporaneous quarter in our sample. Alternative Big Data in
previous studies that are correlates of firm activities and trans-
actions, such as cellphone activity and parking lot traffic satellite
images at retail stores, are available mainly in proprietary datasets

! The amount of search data is enormous: Google has 90.46% of the search engine
market share worldwide, and processes over 63,000 search queries worldwide
every second on average, with over 5.4 billion searches per day as of September 23,
2018: https://seotribunal.com/blog/google-stats-and-facts/. The integrity of the
search data is crucial for Google to be able to monetize the data, so Google has put
in place extensive safeguards and detection tools to prevent attempts to manipulate
search data. In short, it would be difficult and costly for firms to manipulate Google
search results, which makes SVI the ideal source of external EBS evidence.
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sold to professional traders and hedge funds or are limited to
specific industries (see Section 2).

The MUP model can be especially useful for auditors because
public company auditors have been increasingly foregoing “sub-
stantive analytical procedures on large income statement accounts,
such as revenue, due to criticisms from regulatory inspectors that
such procedures are not capable of providing useful substantive
evidence” (Glover, Prawitt, & Drake, 2015, p. 161). Additionally,
while increased regulatory oversight has improved the quality of
firms' financial reports, these improvements have been dispro-
portionately less significant for filings with less auditor involve-
ment (Boyle, Lewis—Western, & Seidel, 2021). Given that interim
quarterly filings are only reviewed by the auditor and that review
procedures consist primarily of analytical procedures and inquiries,
the use of MUP could be particularly useful in auditors’ quarterly
review procedures.

We focus on revenue misreporting to demonstrate the suit-
ability of MUP as a Big Data supplemental auditing tool because
regulators worldwide have acknowledged the importance of rev-
enue reporting. The opening statement in the FASB's 2018
announcement of the converged FASB/IASB standard for revenue
recognition states that “Revenue is one of the most important
measures used by investors in assessing a company's performance
and prospects.” Revenues have also been one of the most frequently
misreported financial statement items (Nelson, Elliot, & Tarpley,
2002, 2003; Turner, Dietrich, Anderson, & Bailey, 2001); see Sec-
tion 2.2 for further evidence of the importance of revenue report-
ing. We focus on revenue misstatements in the upward direction
(i.e., “MUP”), as it is much more common than in the downward
direction.

The simple binary indicator model, MUP, may be used by audi-
tors or others to check the veracity of manager-reported revenue
numbers. We test whether MUP can successfully predict upward
revenue misstatements identified from material, unintentional, or
fraudulent restatements from the Audit and Analytics database.?
We find that the incremental odds of a revenue misstatement are
165% for a MUP firm relative to non-MUP firms after controlling for
a battery of determinants of misstatements and industry-quarter
fixed effects. Our results are robust to sorting observations into
quintiles or deciles.

In practice, auditors check the veracity of pre-audit revenues,
which are unobservable by us as researchers, so we use reported
sales as a proxy for pre-audit revenue in our main analysis. To
demonstrate the robustness of our main finding, we use analyst
sales forecasts as an alternative proxy for pre-audit revenues.
Within each industry-quarter, we rank both 4SVI and pre-audit
sales growth derived from analyst revenue forecasts and define
MUPpre-audit as 1 if a firm's 4SVI belongs to the highest quartile but
its forecasted audit sales growth belongs to the lowest quartile each
industry-quarter, but is otherwise zero. We find that MUPpre-audit
is also a strong predictor of upward revenue misstatement.

A potential concern with our proposed approach is that auditors
might not have the resources or time to assess the revenue growth
information for their auditees’ industry peers to perform the
within-industry ranking required to construct MUP as we do.
Accordingly, we examine an alternative heuristic fraud detector,
MUPsimple, which equals 1 for a firm whose current change in sales

2 We focus on the more common upward revenue manipulation. We do not
investigate the opposite discrepancy between the highest 4SVI quartile and the
lowest 4Sales quartile because such cases are likely associated with product recalls,
which are salient bad news events that attract investor attention.
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is higher than 15%, but whose 4SVI is lower than —15%, and is
otherwise zero.> We show that MUPsimple can also strongly iden-
tify upward revenue manipulators.

We hasten to add that the purpose of the MUP model is to serve
as a feasible prototype diagnostic tool for auditors to collect EBS
evidence to perform evidentiary triangulation. We do not intend for
the MUP model to substitute for other more traditional indicators of
fraud risk. Nevertheless, we examine whether MUP's ability to
detect upward revenue manipulation is incremental to a large set of
firm characteristics controls and four manipulation detector mea-
sures suggested by the literature or motivated by audit field
practice.

We demonstrate MUP's incremental predictability of revenue
misstatements with respect to two key misreporting predictors in
the literature: Dechow, Ge, Larson, and Sloan (2011)'s fraud score
(F_Score) and Stubben (2010)'s discretionary revenues (Dis-
cretionaryRev). We also show MUP's incremental predictability of
revenue misstatements with respect to two common benchmarks
auditors may use to access the appropriateness of current period
revenues. The first benchmark is the growth in revenues relative to
same-quarter prior-year revenues. We construct an indicator vari-
able, AMUP, to identify auditees having a large deviation between
current sales growth from sales growth four quarters ago. The
second benchmark uses non-financial data such as headcount to
predict financial misreporting (e.g., Brazel et al., 2009). We
construct the indicator variable, HMUP, to identify firms with a
large deviation between sales growth and headcount growth. Prior
sales growth and headcount changes are internally generated and
management-controlled, so they cannot serve as the external EBS
source of evidence.

We also explore the cross-sample variation in MUP's ability to
detect revenue misstatement. We find that MUP is most effective
for firms in the retail and business-to-customer industries where
customers are more likely to search for product information before
their purchase, and thus that 4SVI can capture the change in
customer demand with less noise. As discussed earlier, the benefits
of MUP may be larger in interim quarters when regulatory over-
sights such as mandatory audits are absent. Consistent with this
prediction, we find that MUP is less effective during the fourth fiscal
quarter when auditors' substantive audit testing may have required
corrections to pre-audit revenues for reporting revenues. If cor-
rections did occur during the audit, reported sales growth would be
a noisier proxy for pre-audit sales growth in the fourth quarter than
in the interim quarters. These additional cross-sample findings
provide further confidence that the ability of MUP to assess revenue
misstatement risk comes from Google search data as valid EBS
evidence to verify the MBR assertion (in this case, asserted
revenues).

Finally, sales growth reversals are normal for high sales growth
firms, but firms that have manipulated revenues upwards to obtain
high sales growth are expected to suffer larger reversals when the
misreporting is corrected in the future. Consistent with this pre-
diction, we find that MUP firms have larger sales growth reversals
than non-MUP firms, controlling for the magnitude of sales growth.
We also find that, relative to non-MUP firms, MUP firms have larger
increases in accounts receivables and lower allowances for bad
debts, which are common channels for upward revenue manage-
ment. These additional findings provide evidence that the EBS ev-
idence from Google search is congruent with the MBR evidence to
identify the misstated revenues.

In commenting on the AAA's pronouncement that ‘Accounting

3 The threshold is based on the descriptive statistics for the top 25% cutoff for the
change in sales and the bottom 25% cutoff for the ASVI.
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IS Big Data’, Sharma (2015) notes that internal and external auditors
need to combine Big Data analytics to understand a firm's business
and improve audit quality.” In the academic literature, Earley (2015)
and Appelbaum, Kogan, and Vasarhelyi (2017) discuss the promises
and challenges of using Big Data and analytics for improving audit
quality, and Appelbaum et al. (2017) call for more research on Big
Data applications for auditing. Teoh (2018) discusses the promise
that Big Data will be part of a monitoring mechanism to constrain
managerial opportunism in firm operations and financial reporting.
Our research responds to these calls for Big Data innovation in
auditing and in deterring financial misreporting.

Our evidence contributes to the auditing literature by showing
that external Big Data can be a useful source of EBS evidence to help
improve auditors’ assessment of financial misstatement risks and
overall audit quality. Our evidence also suggests a similar approach
for investors, accounting regulators, and policymakers to detect
and hence potentially deter financial misreporting. We urge further
research by the academic profession to consider the feasibility and
net benefits of establishing an information technology infrastruc-
ture that aggregates external Big Data correlates of firm activities
and transactions with user-friendly software, similar to our MUP
prototype approach, to provide external EBS evidence in order to
enhance audit quality and help deter accounting misreporting.

2. Background

2.1. The SSA framework and the triangulation of three sources of
audit evidence

There is a heightened expectation of the level and nature of
auditor responsibility for financial-statement fraud (Peecher et al.,
2007). Regulations such as SAS 99, AICPA 2002, and PCAOB 2007,
have all emphasized such auditor responsibility (Trotman &
Wright, 2012). Recent regulations such as SAS 134 and SAS 135
have added to auditors’ responsibilities to detect misstatements.
However, Dyck et al. (2023) estimate that the likelihood of detec-
tion of financial fraud by auditors is only about 29%. Auditing ap-
proaches have evolved in response to changes in informational
needs, business organization value-creation processes, intangible
value drivers, and accounting and auditing technologies (Peecher
et al., 2007).

A new approach to public company audits called the strategic-
system auditing (SSA) framework, has emerged. Under the SSA
framework, auditors would perform evidentiary triangulation in
fraud risk assessments (Bell, Peecher, & Solomon, 2005; Peecher
et al.,, 2007) using three fundamental sources: EBS, MII, and
MBR.> Ongoing research suggests that auditors experience diffi-
culties extracting value from evidentiary triangulation when they
assess fraud risk (Trotman & Wright, 2012). A key point of trian-
gulation highlights the inadequacy of testing the veracity of man-
agement's financial statement account assertions when auditors
compare MBR evidence (e.g., journal entries) with MII evidence
(e.g., underlying electronic and paper documentation). Apparent

4 See http://aaahq.org/Meetings/2016/Accounting-Is-Big-Data-Conference and
the HBS blog by Sharma, a principal at the Ernst and Young Center for Board
Matters https://corpgov.law.harvard.edu/2015/10/24/big-data-and-analytics-in-
the-audit-process/. Sharma notes that “Insights gleaned from such data can and
should extend beyond risk assessment” and that the relevant information “now
extend far beyond traditional financial transactional data in a company's general
ledgers and extends into data from email, social media, video, voice,
texts—mountains of unstructured data.” (Sharma, 2015). See also Zhu (2019).

5 EBSs are all of entity's business strategies, conditions, processes, and economic
actions/events, as well as past, current, and future business relations with other
economic entities (Bell et al., 2005).
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agreement between MBR and MII evidence, both of which are
controlled by management, does not by itself provide reasonable
assurance of the material correctness of reported balances.
Evidentiary triangulation benefits auditors most when EBS evi-
dence, which is outside the control of management, is gathered on
the underlying economic or business states of the company
(Peecher et al., 2007). Recent research provides evidence that au-
ditors can leverage EBS-based evidence to improve the justifiability
of their evidence-driven, belief-based risk assessments about fraud
and improve overall audit quality.

Our novel approach for auditors and capital market stakeholders
to obtain crowd-sourced EBS-based evidence is a timely contribu-
tion to the auditing literature and capital markets research. By
leveraging recently available Big Data sources, such as Google
searches, we show how to obtain relevant EBS evidence that is low-
cost and widely available to auditors and capital market partici-
pants for the purpose of assessing potential revenue-related mis-
reporting risks.

2.2. Research on revenue management

2.2.1. Fraud and revenue management detection models using
financial items

Scandals, large and small, continue to occur despite regulatory
actions to constrain the pertinent behavior. Dyck et al. (2023) es-
timate that around 40% of companies misrepresent their financial
reports, but only a small percentage of them are detected. Among
various financial misstatements, revenues have been shown to be
one of the most frequently misreported items on the income
statement (Beasley, Hermanson, Carcello, & Neal, 2010; Nelson
et al,, 2002, 2003; Turner et al., 2001).

Dechow et al. (2011) report that around 54%—60% of the SEC's
AAERs involve misstated revenues (page 29, Panel E of Table 1).
Similar to the analysis of SEC enforcement releases, Nelson et al.
(2002) find that revenue manipulation is the second most com-
mon type of earnings manipulation, based on surveys of auditors.
Using more recent data, Albrecht, Kim, and Lee (2020) study
changes in accounting estimates (CAEs) disclosed in annual or
quarterly financial reports. While CAEs involve various types of
accounting estimates, Albrecht et al. report that revenue recogni-
tion accounts for 30% of all cases and that it is the most frequent
type of CAE in their sample. In our sample, around 43% of the re-
statements involve misstated revenues, more than any other cate-
gory of misstatement.

Two widely used models for detecting financial misreporting
are Dechow et al. (2011) and Stubben (2010). The Dechow et al.
(2011) model estimates a financial fraud score using a combina-
tion of financial ratios and non-financial measures that predict
financial fraud. The Stubben (2010) model uses the residuals in the
regression of change in accounts receivable on change in revenues
and the interaction of change in revenues with a set of firm and
industry characteristics. Both studies have shown that their mea-
sures have explanatory power in predicting AAERs. Subsection 3.3
details how we adapt these measures in demonstrating the incre-
mental predictability of the MUP model over these two measures.
Recall the advantages of MUP over these measures: MUP is easy for
an auditor to implement, complements existing analytical pro-
cedures, and incorporates data from an external source.

2.2.2. Fraud and revenue management detection models using non-
financial measures (NFMs)

The literature in accounting and finance uses NFMs to forecast/
nowcast firm earnings and revenues. Some of the studies use
sector-specific NFM measures, such as the number of cellular phone
subscribers, Twitter users' feedback on products, internet-related
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usage, and satellite data on car counts in the parking lots of U.S.
retailers to forecast sales and earnings (Amir & Lev, 1996; Bartov,
Mohanram, & Seethamraju, 2002; Hughes, 2000; Kang, Stice-
Lawrence, & Wong, 2021; Riley, Pearson, & Trompeter, 2003;
Tang, 2018; Trueman, Wong, & Zhang, 2001).° These data may be
voluntarily disclosed on the company's website or financial state-
ments, or reported to regulatory agencies such as the U.S. Depart-
ment of Transportation or the U.S. Department of Energy. The
proprietary nature of some of these data sources limits their
accessibility to auditors and average stakeholders.

Two recent studies propose using NFMs to detect reporting
manipulation. For example, Brazel et al. (2009) use the number of
retail outlets, the amount of warehouse space, and headcount to
examine financial misreporting. Allee, Baik, and Roh (2021) find
that, amongst Korean firms, an inconsistent growth pattern be-
tween accounting performance and electricity consumption is a
useful indicator for detecting financial misreporting.

Our study differs from prior NFM studies in several important
ways. Specifically, our data source from Google Trends is provided
by an entity that is independent of and external to the firm, is
directly related to sales, covers a large number of industries, and is
made freely available to the public almost instantaneously. There-
fore, it is a suitable source of EBS evidence auditors can use to probe
the revenue misstatement risk.

2.3. Evidence of the relevance of google search data

Studies in economics have found Google search data useful in
nowecasting a wide range of economic activities, including unem-
ployment (Askitas & Zimmermann, 2009; Suhoy, 2009; D'Amuri &
Marcucci, 2017), private consumption (Vosen & Schmidt, 2011),
exchange rates (Bulut, 2018), and some monthly economic in-
dicators, such as automobile sales, unemployment claims, travel
destination planning, and consumer confidence (Choi & Varian,
2012).

In the accounting and finance fields, web search data have also
been used to provide proxies for investor sentiment and investor
attention. Past studies have found that these proxies are correlated
with contemporaneous and subsequent returns (Da, Engelberg and
Gao 2011b, 2015) and nowcast growth in personal consumption
and retail sales (Della Penna & Huang, 2010). Drake, Roulstone, and
Thornock (2012) use Google searches of a firm's stock as a proxy for
investor demand for information about the firm. Chi and
Shanthikumar (2016) find that firms are searched more inten-
sively by individuals closer to a firm's headquarters. Da et al.
(2011a) find that changes in the SVI for a firm's products strongly
nowcast revenue surprises. This finding justifies Google searches of
firm products as a correlate of the implied demand for a firm's
products and, therefore, of a firm's sales. Our study goes beyond the
research objective of these studies to examine whether the
discrepancy between the implied sales growth from the change in
the SVI related to queries about the firm's products and the re-
ported sales growth can provide EBS-based evidence that assists
auditors in assessing revenue fraud risk.

5 The examples in this literature include the number of cell phone subscribers,
population coverage, market penetration, web traffic, pollutant emissions, and
customer satisfaction. More recent studies examine NFMs such as product reviews
on Amazon.com (Huang, 2018), employees' predictions of their employer's business
outlook in Glassdoor.com (Huang, Li, & Markov, 2020), employee satisfaction in
Glassdoor.com (Hales, Moon, & Swenson, 2018), proprietary data on mobile phone
activity (Froot, Kang, Ozik, & Sadka, 2017), and satellite images of cars in parking
lots (Kang et al., 2021).
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Table 1
Summary statistics.

Panel A: Descriptive Statistics (Google Search Sample)

Variable Mean SD p25 p50 p75
ASVI 0.01 0.29 -0.14 -0.02 0.11
ASales 0.06 0.23 -0.04 0.05 0.14
Size 7.88 2.07 6.56 7.97 9.41
BTM 0.54 0.58 0.25 0.45 0.75
Lev 3.06 6.34 0.70 1.45 341
Loss 0.20 0.40 0.00 0.00 0.00
BIG4 0.86 0.35 1.00 1.00 1.00
OPCycle 3.04 19.24 0.00 0.00 0.03
Age 26.13 19.65 12.00 21.00 36.00
Sale_Vol 0.03 0.04 0.01 0.02 0.04
10_Own 0.50 0.40 0.00 0.61 0.86
Special 0.57 0.50 0.00 1.00 1.00
Ret_Vol 0.02 0.01 0.02 0.02 0.03
Past Ret 0.11 0.42 -0.13 0.08 030
#Analysts 9.33 8.31 2.00 7.00 15.00
MuP 0.05 0.22 0.00 0.00 0.00
Misstate_Rev 0.01 0.10 0.00 0.00 0.00
F_Score 0.50 0.42 0.25 0.42 0.62
DiscretionaryRev 0.00 0.02 -0.01 0.00 0.01
AMUP 0.05 0.21 0.00 0.00 0.00
HMUP 0.09 0.29 0.00 0.00 0.00
AccRev 0.01 0.05 0.00 0.00 0.02
DefRev 0.00 0.02 0.00 0.00 0.00
Allowance 0.04 0.06 0.01 0.02 0.05

Panel B Industry Composition (Google Search Sample vs. COMPUSTAT Sample)

Industry % of Sample % of COMPUSTAT Diff
Consumer Nondurables 7.75% 3.60% —4.15%***
Consumer Durables 3.92% 1.92% —2.00%***
Manufacturing 8.89% 8.16% —0.73%***
Energy 2.17% 5.04% 2.87%*%**
Chemicals and Allied Products 2.42% 2.07% —0.36%***
Business Equipment 15.06% 17.67% 2.61%%**
Telecommunication 4.30% 2.81% —1.49%**x*
Utilities 2.90% 2.27% —0.64%***
Wholesales and Retails 14.32% 6.80% —7.52%%%*
Healthcare 6.10% 14.05% 7.95%*
Finance 19.93% 22.10% 2.17%*%**
Others 12.23% 13.51% 1.28%**

Panel C Descriptive Statistics (Google Search Sample vs. COMPUSTAT Sample)

Variable Sample COMPUSTAT Difference
Mean Med Mean Med Mean Med

ASales 0.06 0.05 0.10 0.07 k¥ EE
Size 7.88 7.97 5.97 5.90 HokE HkE
BTM 0.54 0.45 0.66 0.50 HkE HHE
Lev 3.06 145 2.54 1.06 *kx *EE
Loss 0.20 0.00 0.36 0.00 ok HkE
BIG4 0.86 1.00 0.50 1.00 HkE HHE
OPCycle 3.04 0.00 117.06 0.08 *kk *EE
Age 26.13 21.00 13.08 9.00 HokE HkE
Sale_Vol 0.03 0.02 0.04 0.02 HokE HokE
10_Own 0.50 0.61 0.35 0.25 ok HAk
Special 0.57 1.00 0.28 0.00 okok Hokk
Ret_Vol 0.02 0.02 0.03 0.02 HokE HkE
Past Ret 0.11 0.08 0.10 0.04 HokE Hkk
#Analysts 9.33 7.00 3.49 1.00 okk Hokok

Panel D Pearson Correlations

Variable (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
(1) ASVI 1.00
) ASales 0.11 1.00
(3) Size 0.03 0.09 1.00
(4) BTM —002 -014 017 1.00
(5) Lev —001 001 0.6 0.18 1.00
(6) Loss —006 -017 -035 014 —003 1.00
(7) BIG4 0.01 —002 045 —008 —003 —010 1.00
(8) OPCycle —002 -002 -031 -004 002 014 —030 1.00
(9) Age 001 -010 028 —005 -004 -010 010 —006 1.00

(continued on next page)
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Table 1 (continued )
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Panel D Pearson Correlations

Variable (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
(10) Sale_Vol 0.03 0.06 —0.28 —0.09 —0.16 0.17 —0.08 0.11 -0.13 1.00
(11) 10_0Own 0.00 0.05 0.13 —0.06 0.01 —0.10 0.14 —0.15 0.03 —0.15 1.00
(12) Special —0.05 —0.05 0.12 -0.01 0.00 0.09 0.13 —0.10 0.07 —0.09 0.10 1.00
(13) Ret_Vol —0.03 —0.15 —0.47 0.25 0.03 0.38 —-0.11 0.07 —0.20 0.24 —-0.14 0.03 1.00
(14) Past Ret 0.04 0.25 0.17 —0.28 —0.02 —0.20 0.03 —0.02 -0.01 0.02 0.04 —0.03 -0.19
(15) #Analysts 0.02 0.05 0.61 -0.13 —0.02 -0.17 0.29 -0.17 0.15 —-0.12 0.24 0.08 —0.22
(16) MUP —-0.23 0.25 -0.01 —0.02 0.02 0.00 —0.03 0.01 —0.05 0.04 0.01 -0.01 0.02
(17) Misstate_Rev -0.01 0.02 —0.03 0.00 0.00 0.01 —0.03 —0.01 —0.05 0.02 0.03 0.00 0.03
(18) F_Score 0.03 0.27 0.02 0.03 0.10 —0.09 —0.06 -0.01 —0.06 0.01 0.05 0.06 —0.05
(19) DiscretionaryRev 0.00 0.01 0.01 0.00 0.00 —0.04 0.01 —0.02 0.01 —0.02 —0.01 —0.02 0.01
(20) AMUP 0.00 0.30 —0.02 0.03 0.01 0.02 —0.02 0.03 —0.01 0.04 —0.04 0.00 0.04
(21) HMUP —0.06 —0.30 —0.16 0.07 0.01 0.17 —0.03 0.07 0.00 0.04 —0.05 0.05 0.12
(22) AccRev 0.07 045 0.02 —0.05 0.10 -0.14 -0.12 0.02 —0.08 -0.01 0.03 —0.03 —-0.14
(23) DefRev 0.01 0.16 0.03 —0.06 0.00 0.00 0.01 0.00 —0.07 0.01 0.01 —0.04 —0.02
(24) Allowance —0.02 —0.04 —0.15 —-0.01 -0.01 0.10 —0.03 0.04 -0.11 0.01 0.02 —0.03 0.19

Variable (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)

(14) Past Ret 1.00
(15) #Analysts 0.04 1.00
(16) MUP 0.05 —0.02 1.00
(17) Misstate_Rev 0.00 -0.01 0.01 1.00
(18) F_Score 0.01 —0.04 0.08 —-0.01 1.00
(19) DiscretionaryRev 0.00 0.01 0.01 0.00 0.01 1.00
(20) AMUP 0.05 —0.06 0.22 0.00 0.00 0.01 1.00
(21) HMUP —0.07 —0.10 —0.07 —-0.01 —0.08 —0.02 —0.07 1.00
(22) AccRev 0.11 —0.02 0.12 0.01 0.36 0.14 0.07 -0.15 1.00
(23) DefRev 0.05 0.07 0.05 0.01 0.07 0.01 0.02 —0.08 0.14 1.00
(24) Allowance —0.04 -0.01 —0.02 0.08 —0.12 0.00 -0.01 0.05 —0.09 -0.01 1.00

Note: This table reports summary statistics of the main variables and firm characteristics. The sample period is from 2004 to 2020. Panel A reports the mean, median, standard
deviation, and the first- and the third-quartile statistics for main variables of our Google search sample. Panel B compares the industry composition of the Google search
sample and the overall Compustat sample. Panel C compares the summary statistics of the firm characteristics of the Google search sample and the overall Compustat sample.
Panel D reports Pearson correlations among variables. *** indicates p < 0.01; **p < 0.05; *p < 0.1, p < 0.05. In Panel D, p < 0.05 is bolded. All variables are as defined in Appendix

B.

3. Sample and nowcasting of google searches
3.1. Search volume index (SVI)

The Google Trends platform normalizes SVI data to be between
0 and 100, enabling this measure to be comparable across firms of
different sizes.” We obtain monthly SVIs for the brand names of the
products in our sample from January 2004 to December 2020. We
illustrate how to use the Google Trends platform to obtain the SVIin
Appendix A.

To identify a firm's main brand product names for search
queries, we obtain the brand names from Nielsen Media Research
and Ad$pender.® Following Da et al. (2011a), we select the brand
with the largest advertising units (expenditures) for each firm for
the search queries. This selection method ensures that the search
queries are restricted to only products of sufficient importance to a
firm's revenue to warrant a high advertising budget. The selection
of search terms could potentially be modified to accommodate
more targeted goals, such as an external auditor who has more
extensive information about firm brands and their associated rev-
enues when auditing an auditee's revenues. We hand-match to
obtain the set of firms that are publicly traded and covered by

7 See https://support.google.com/trends/answer/4365533?hl=en&amp;ref_
topic=6248052 for details.

8 We acquired brand name information of each firm between 2004 and 2014
through a one-time purchase from Nielsen Media Research, which tracks firms'
television advertising. To update the sample to the more recent period between
2015 and 2020, we obtained additional brand name data from Ad$pender. We
thank Chuchu Liang for providing us with the additional data necessary to facilitate
the analysis.

COMPUSTAT database. This procedure yields a list of 1,872 firms.

The search term that consumers type into the query box need
not be the exact brand name. Following Da et al. (2011a), we ask
student research assistants how they would search for each prod-
uct/brand as a consumer. For big name retailers such as Target or
Walmart, the search term consumers use is often the retailer's
name. When their search terms differ, we use all of their sugges-
tions as related searches on Google Trends. Google Trends returns
the top-searched related brand names, and we choose the top
related query. For each firm-quarter, we calculate seasonally
adjusted 4SVI as the percentage change of SVI over the same
quarter in the previous year. Historical financial data are from
COMPUSTAT and stock returns data are from CRSP. To facilitate
comparisons and interpretation, we winsorize 4Sales and 4SVI at—/
+100 percent.’ The final sample has 46,739 firm-quarter observa-
tions, covering 2004 to 2020. The sample size varies across tests
because of different data requirements.

3.2. Upward revenue manipulation indicator MUP based on google
search data

For each firm-quarter, we calculate seasonally adjusted sales
growth (4sales) as the percentage change in sales for the current
quarter over the sales of the same quarter in the prior year. We then
sort firm observations in each Fama-French 48 industry-calendar

9 In our sample, only 730 observations (i.e., 1.47%) are winsorized, so the now-
casting results remain robust if we truncate rather than winsorize the sample.
Neither winsorization nor truncation affects 4Sales or4SVI rankings, and therefore
does not affect the construction of MUP. Consequently, the misstatement results are
unaffected by winsorization or transaction.


https://support.google.com/trends/answer/4365533?hl=en&amp;ref_topic=6248052
https://support.google.com/trends/answer/4365533?hl=en&amp;ref_topic=6248052
https://support.google.com/trends/answer/4365533?hl=en&amp;ref_topic=6248052
https://support.google.com/trends/answer/4365533?hl=en&amp;ref_topic=6248052
https://support.google.com/trends/answer/4365533?hl=en&amp;ref_topic=6248052
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quarter separately by the change in search volume, 4SVI, and the
change in sales, 4Sales. Observations in the lowest 4SVI quartile
and the highest 4dsales quartile are assigned MUP value 1, with MUP
set to 0 otherwise.'” Most audit failures and SEC enforcement ac-
tions involve revenue manipulation—especially upward (see for
example Files, 2012; Palmrose, Richardson, & Scholz, 2004; Teoh,
Wong, & Rao, 1998). Therefore, we use MUP to identify upward
manipulation. Our results are robust if MUP is constructed using
quintiles or a modified decile ranking in each industry-quarter.'’

3.3. Alternative revenue manipulation detectors

We examine whether MUP's ability to detect upward revenue
misstatements is incremental to four alternative revenue manipu-
lation detectors that are known to auditors and other stakeholders.
In the first alternative predictor, we calculate the quarterly F_Score
values for our sample using the estimated coefficients in model 3
(page 68) of Dechow et al.’s (2011) annual F_Score model and apply
them to our quarterly variables. The F_Score model uses a
comprehensive set of determinants consisting of financial variables
(accruals, dreceivables, dinventory, percentage of soft assets, 4cash
sales, dreturn on assets, and an issuance indicator), non-financial
and off-balance-sheet variables (abnormal change in the number
of employees and an indicator showing the existence of operating
leases), and market-based variables (past returns and book-to-
market ratios).

The second alternative predictor estimates quarterly discre-
tionary revenues (DiscretionaryRev) following Stubben (2010)'s
conditional revenue model (Equation (5), page 702), but using the
quarterly instead of annual values for the model determinants. Each
quarter, the change in accounts receivables is regressed on the
change in revenues and on the interaction of the change in reve-
nues with control variables, including firm size, age, and its square,
separate positive and negative industry-median adjusted growth
rates in revenues, and industry-median adjusted gross margin and
its square. The discretionary revenues are the regression residuals.

The third alternative predictor AMUP uses sales growth four
quarters ago in order to benchmark current reported sales growth.
For each calendar quarter, firms' current quarter sales growth
ASales; and sales growth from the same quarter last year (4Sales;_4)
are sorted independently into quartiles within each Fama-French
48 industry classification. The indicator AMUP is set to 1 for firms
that are in the bottom 4Sales ;4 quartile and the highest 4sales;
quartile, and is O otherwise.

The final alternative predictor variable, HMUP, is designed to
identify firms with a large deviation between reported sales growth
and a change in the number of employees. For each calendar year,
firms are ranked independently into quartiles by 4Sales and by the
most recently available growth in the number of employees within
each Fama-French 48 industry classification.’> HMUP firms belong
to the quartile with the lowest change in the number of employees
and the quartile with the highest 4Sales.

10 On average, we have 15 observations for each industry-quarter. As a robustness
test, we drop observations that have fewer than 5 observations for each industry-
quarter. The results are quantitatively similar.

' Decile rankings produce too few MUP = 1 observations (less than 0.5% of our
sample). In keeping with the spirit of decile rankings, we modify the MUP pro-
cedure to obtain a sufficient discrepancy between the 4Sales and 4SVI decile ranks.
MUP = 1 if 4Sales decile rank exceeds 4SVI decile rank by at least 7, otherwise
MUP = 0.

12 Headcount data is only available on an annual basis. In order to convert the data
to a quarterly frequency, we use the most recent available headcount data for each
firm-quarter observation.
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3.4. Other variables

The key dependent variable Misstate_Rev equals 1 for the mis-
stated periods, which are the actual periods being restated (not the
restatement announcement period), and O otherwise. Following
Bartov, Marra, and Momenté (2021), we use “big R” restatements
from the Audit Analytics dataset for firm-years involved in a mis-
stated period during which firms disclose the filing of Form 8-K
Item 4.02. These big R misstatements refer to material (uninten-
tional) or fraudulent (intentional) errors in financial statements. For
each revenue misstatement event, we rely on the cumulative
restated net income in the Audit Analytics dataset to identify the
direction of revenue misstatement. As such, we assume that the
direction of manipulated revenue is the same as that of manipu-
lated income. Because the restatement amount for each individual
quarter is not available, we assume that firms manipulate revenue
in each quarter covered in the restated period."

We examine the effects on potential revenue management for
MUP firms by examining changes in certain accrual accounts,
including changes in accounts receivables (AccRev) and deferred
revenues (DefRev). We also examine whether MUP firms reserve
lower allowances for bad debts (Allowance) in order to supplement
accrued revenue manipulation. These variables are scaled by
beginning-quarter total assets.

3.5. Summary statistics

Table 1, Panel A presents the mean, median, standard deviation,
and the first- and third-quartile statistics for the main variables of
the sample firms. The typical firm has a mean of one percent in the
quarterly change of Google search volume, 4SVI. At the first (third)
quartile, there is about a —14% (11%) decrease (increase) in 4SVI,
and the standard deviation is about 29%. The average quarterly
sales growth is 6% MUP firms account for around 5% of total ob-
servations. About one percent of the observations in our sample
exhibit upward revenue manipulation, consistent with prior
studies (Huang & Hairston, 2021; Lennox, Lisowsky, & Pittman,
2013). The descriptive statistics of all other control variables used
in our model are consistent with prior literature (Da et al., 2011a;
Dechow et al., 2011; Demerjian, Lev, Lewis, & McVay, 2013).

Panel B compares the industry composition of our Google
Trends sample and the overall COMPUSTAT population over the
sample period. Unsurprisingly, our sample firms have a higher
representation than the COMPUSTAT sample in end-user in-
dustries, such as Wholesale and Retail, Consumer Nondurables, and
Business Equipment.

Panel C compares firm characteristics used as controls in later
analyses between our sample and the overall COMPUSTAT popu-
lation. In general, our sample firms are larger and have lower sales
growth rates, lower book-to-market ratios, and higher leverage.

Panel D reports Pearson correlations among key variables. The
correlation between 4SVI and 4Sales is significantly positive at 0.11,
consistent with the ability of the Google search volume of a firm's
products to nowcast same-quarter revenues.'* Consistent with the
broad literature, revenue misstatement firms tend to be small,
young, audited by non-big four, and have higher sales volatility and

3 Qur assumption may introduce noise in the Misstate_Rev variable. The mea-
surement error of the dependent variable is likely to reduce the power of our test
and make it more difficult to obtain test significance.

4 Untabulated results show a similar pattern for the autocorrelations of 4SVI and
of ASales; that is, + + + -. This suggests that revenues and SVI likely share an
underlying generating process. In other words, common fundamental factors drive
both 4SVI and 4Sales, so the instantaneous availability of 4SVI could be useful for
nowcasting sales growth before sales information is released.
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higher incidence of losses (e.g., Callen, Robb, & Segal, 2008). As a
preliminary univariate test of MUP as a potential misstatement
indicator, we find that Misstate_Rev is positively correlated with
MUP but not with the other misstatement indicators F_Score, Dis-
cretionaryRev, AMUP and HMUP. Furthermore, the correlations be-
tween MUP and F_Score, DiscretionaryRev, and HMUP are small
(0.08, 0.01, and —0.07, respectively), suggesting an initial indication
that MUP may provide incremental predictability of misstatements
that is largely independent of past measures.

Appendix C replicates the nowcasting test of Da et al. (2011a),
confirming that ASVI nowcasts 4Sales in our larger sample. This
result is a necessary validation that 4SVI is a suitable correlate of
implied firm sales for us to move on to test whether MUP is able to
identify upward revenue manipulation. Column (1) shows that the
coefficient on 4SVI is positive and strongly significant, 0.080 (t-
statistic = 8.22), consistent with SVI's nowcasting of sales. The co-
efficient on 4SVI remains positive and significant in Columns (2)
and (3) when additional control variables are included. Overall, the
results are comparable to those in Da et al. (2011a).

4. Main results
4.1. Predicting revenue misstatements by MUP

In our first main analysis, we test whether MUP firms are more
likely to be upward revenue manipulators by estimating the effect
of MUP on the likelihood of upward revenue misstatements. We run
the following logistic regression.

Misstate_Revje = 8o + 81 MUPj + other controls + &j @)

Misstate_Rev = 1 for the quarter in which the big R restatement
from Audit Analytics identifies that a revenue number is overstated.
We control for industry fixed effects to control for industry differ-
ences in misreporting. We also include lagged sales changes and a
similar set of firm characteristic controls as in the nowcasting
regression shown in Appendix C Column (3). Since a misstatement
usually lasts for a year, once the MUP indicator variable becomes 1,
we keep MUP as 1 for the next three quarters.'

Table 2 Panel A reports the regression results. The MUP coeffi-
cient in Column (1) is significantly positive at 0.764 (z-
statistic = 2.51). Column (2) adds additional controls using firm
characteristics, and the MUP coefficient 0.973 (z-statistic = 2.73)
remains incrementally significantly positive. For economic magni-
tude, this coefficient translates into an incremental odds ratio of
misstatement of 165% (e®%7>—~1 = 1.65) for MUP firms relative to
non-MUP firms. These results show that MUP successfully predicts
revenue misstatement in firms that later are publicly revealed to
having restated their revenues. Our results provide direct evidence
that Google search data on product demand contains information
about the business state of the firm, and thus can serve as useful
EBS evidence that auditors could potentially use to assess revenue
fraud risk.

4.2. MUP based on alternative pre-audit revenue proxy

At the early stage of an audit engagement, auditors have access
to pre-audit revenues to construct MUP. Because pre-audit reve-
nues are unobservable by us as researchers, we use reported sales
as a proxy in the earlier construction of MUP. In this subsection, we

15 The results are robust in a lower power test with a more conservative MUP
indicator variable that is equal to 1 only for the initial quarter of revenue
misstatement indicated in the Audit Analytics.
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examine another candidate, analyst sales forecasts, to proxy for
pre-audit revenues. Analyst revenue forecast has several advan-
tages as a proxy for pre-audit revenues in that it is more timely and
incorporates industry and macro-wide information (Piotroski &
Roulstone, 2004).'6

We calculate pre-audit sales growth as the difference between
the analyst sales forecasts for the fiscal quarter and actual sales four
quarters ago, scaled by the latter. Within each industry-quarter, we
rank both 4SVI and the analyst-forecasted revenue growth.
MUPpre-audit = 1 if a firm is in the highest 4SVI quartile and the
lowest analyst-forecasted growth quartile, and is 0 otherwise. We
rerun our main test of Equation (1) and report the results in Table 2
Panel B Column (1). We find that MUPpre-audit is also a strong
predictor of upward revenue manipulation with a MUPpre-audit
coefficient of 0.830 (z-statistic = 2.61).

To the extent that auditors and analysts are independent of
management, post-audit reported sales and analyst sales forecasts
are likely more in line with true sales than with pre-audit revenues.
It suggests that our researcher-built MUP and MUPpre-audit would
have lower power and are therefore biased against finding signif-
icance, than the MUP model auditors can build using pre-audit
revenues in practice.

4.3. A heuristic application of the MUP model

In practice, auditors may not be able to wait to assess the rev-
enue growth information for all industry peers so they can perform
the necessary industry rankings to construct MUP. Accordingly, in
this subsection we propose a simple heuristic approach that could
be used to apply our model in practice.

From the descriptive statistics in our overall sample, the top 25%
cutoff for 4Sales is about 15%, and the bottom 25% cutoff for 4SVI is
about —15%. For this reason, we define the alternative fraud de-
tector, MUPsimple, as 1 for a firm whose 4Sales in the current
quarter is higher than 15% but whose 4SVI is lower than —15%, and
0 otherwise. Using a simple fixed cutoff rule is common practice,
such as for calculating Altman Z-score or O-score using in-sample
coefficients to assess financial default risk or to classify a firm
with F_Score>1 as “above normal fraud risk” or F_Score >2.45 as
“high fraud risk.”

The results using MUPsimple to predict misstatements are re-
ported in Column (2) of Table 2 Panel B. We find that even such a
simple MUP implementation successfully identifies revenue mis-
statements (coefficient = 0.500, z-statistic = 2.29) in our sample.
Overall, the evidence demonstrates that it is feasible for an auditor
to implement our MUP approach to obtain an initial sample of
higher risk auditees for more careful substantive testing.

4.4. Explanatory power relative to other fraud predictors

In this subsection, we examine whether MUP predictability of
revenue misstatement is incremental to several other predictors.
When F_Score is included in the regression, Table 3 Column (1)
reports that MUP remains incrementally significant
(coefficient = 1.050, z-statistic = 3.06). The F_Score coefficient is not
significant in our sample.

The test of MUP as a revenue predictor when DiscretionaryRev is
added as an additional regressor is reported in Column (2) of
Table 3. Our key variable MUP remains statistically significant

16 We control for lagged sales in the misstatement regression, which precludes
the random walk proxy. A simple trend proxy has high noise in a large heteroge-
neous sample. An alternative candidate, management sales forecasts, is available
only for a smaller sample.
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Table 2
Logistic Regressions of Revenue Misstatement on MUP, alternative proxies for MUP and Controls.

Panel A Logistic Regressions of Revenue Misstatement on MUP and Controls

Dependent Variable (1) (2)

Misstate_Rev Misstate_Rev

Coefficients z-statistics Coefficients z-statistics
MuP 0.764** (2.51) 0.973#%* (2.73)
ASales, —0.889+* (-2.43)
ASales;._ -0.192 (-0.68)
ASales;., —0.055 (-0.22)
ASales; 3 0.199 (0.54)
Size 0.064 (0.45)
BTM 0.116 (0.40)
Lev -0.010 (-0.52)
Loss —0.003 (-0.01)
BIG4 —0.919*=* (-1.96)
OPCycle —0.017** (-2.00)
Age -0.012 (-1.29)
Sale_Vol 2.722 (0.67)
10_Own 0.615 (0.81)
Special 0.167 (0.56)
Ret_Vol 16.305 (1.02)
Past Ret -0.229 (-1.14)
#Analysts —0.078* (-1.87)
# of Obs. 26,194 19,464
Pseudo. R? 0.07 0.14
Panel B Logistic Regressions of Revenue Misstatement on MUPpre-audit, MUPsimple and Controls
Dependent Variable (1 (2)

Misstate_Rev Misstate_Rev

Coefficients z-statistics Coefficients z-statistics
MUPpre-audit 0.830%** (2.61)
MUPsimple 0.500%* (2.29)
ASales; —0.598 (-1.58) —0.596* (-1.88)
ASales; ¢ -0.127 (-0.42) -0.1 (-0.40)
ASales;._, 0.175 (0.56) 0.243 (0.90)
ASales;._3 0.569* (1.85) 0424 (1.52)
Size 0.005 (0.04) 0.089 (0.68)
BTM -0.159 (-0.53) 0.144 (0.56)
Lev —0.005 (-0.23) —0.009 (-0.44)
Loss 0.14 (0.37) 0.096 (0.29)
BIG4 —1.027** (-2.37) —1.011** (-2.24)
OPCycle —0.011 (-1.53) —0.015* (-1.92)
Age -0.016 (-1.57) -0.013 (-1.42)
Sale_Vol 3.37 (0.82) 3.53 (0.96)
10_Own 0.589 (0.89) 0.768 (1.07)
Special 0.032 (0.12) 0.126 (0.47)
Ret_Vol 3.364 (0.28) 14.497 (1.02)
Past Ret -0.38 (-1.33) —0.252 (-1.35)
#Analysts —0.060* (-1.67) —0.067* (-1.77)
# of Obs. 17,673 20,948
Pseudo. R? 0.15 0.14

Note: This table reports logistic regression results of upward revenue misstatements on MUP, alternative proxies for MUP, and controls. Regression results on MUP are in Panel
A, and on alternative proxies, MUPpre-audit and MUPsimple are in Panel B. The sample period is from 2004 to 2020. The dependent variable Misstate_Rev is set to 1 for the
quarters in which revenues had to be restated downwards. MUP, an indicator variable for a likely upward revenue manipulator, is set to 1 for a firm in the bottom 4SVI quartile
and top 4Sales quartile, and is zero otherwise; ranking of observations is performed for each industry-calendar quarter. MUPpre-audit is an indicator variable set to 1 for a firm
in the bottom 4SVI quartile and top quartile of pre-audit sales growth (proxied by analyst revenue forecast), and is zero otherwise. MUPsimple is an indicator variable set to 1
for a firm with 4Sales higher than 15% but 4SVI lower than —15%, and is zero otherwise. Appendix B defines the variables 4Sales, 4SVI, pre-audit sales growth, and the
following control variables: size (Size), book-to-market ratio (BTM), leverage (Lev), a loss indicator (Loss), a Big Four indicator (BIG4), operating cycle (OPCycle), firm age (Age),
the standard deviation of sales over at least three of the last eight quarters (Sale_Vol), institutional ownership (I0_Own), special items (Special), the standard deviation of the
monthly stock returns in the prior year (Ret_Vol), the return over the past 12 months (Past Ret), and number of analysts following (#Analysts). Industry and calendar quarter
fixed effects are included in all regressions. Standard errors are clustered by firm and by calendar quarter. z-statistics are reported in parentheses. The intercept is included but
not tabulated for brevity. *** indicates p < 0.01; **p < 0.05; *p < 0.1.

(coefficient = 0.915, z-statistic = 2.31) and also economically headcount, to benchmark sales growth, allowing a prediction of

important.

The AMUP indicator variable identifies firms with high current-
quarter sales growth but low past-year same-quarter sales growth.
Column (3) of Table 3 reveals that MUP remains economically and
statistically significant with the inclusion of AMUP. The HMUP in-
dicator uses the change in employee growth, measured using

revenue manipulation. Order backlog is also available from COM-
PUSTAT, but only 10% of our sample has non-missing observations
for this variable, so we exclude it for constructing HMUP. The result
for MUP predictability after controlling for HMUP is in Column (4) of
Table 3. We find that MUP remains economically and highly sta-
tistically significant, so it is incremental to the inclusion of HMUP. In
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Table 3
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Logistic regressions of revenue misstatement on MUP and other revenue manipulation detectors.

Dependent Variable (1) (2)

(3) (4)

Misstate_Rev Misstate_Rev

Misstate_Rev Misstate_Rev

Coefficients z-statistics Coefficients z-statistics Coefficients z-statistics Coefficients z-statistics
mupP 1.050%%* (3.06) 0.915** (2.31) 1.101%%* (3.03) 1.054 %% (3.12)
F_Score —0.466 (-1.23)
DiscretionaryRev 4129 (1.17)
AMUP -0.132 (-0.33)
HMUP —0.499 (-1.16)
ASales, —0.878** (-2.22) —0.873** (-2.31) —0.972%x* (-2.31) —1.076%** (-2.88)
ASales;_ -0.188 (-0.57) -0.139 (-0.40) —0.250 (-0.74) —-0.290 (-0.94)
ASales;._» —-0.015 (-0.05) —0.046 (-0.16) -0.076 (-0.24) —0.191 (-0.70)
ASales;.3 0.166 (0.48) 0.266 (0.65) 0.199 (0.48) —0.066 (-0.21)
Size 0.144 (1.03) 0.083 (0.54) 0.029 (0.21) 0.106 (0.75)
BTM 0.169 (0.57) -0.107 (-0.25) 0.219 (0.77) 0.147 (0.49)
Lev —-0.010 (-0.55) —0.002 (-0.09) —0.009 (-0.48) —0.009 (-0.49)
Loss 0.000 (0.00) 0.117 (0.30) 0.098 (0.25) 0.065 (0.18)
BIG4 —0.990** (-2.06) —0.837* (-1.67) —0.895* (-1.81) —0.960** (-1.99)
OPCycle —0.016** (-2.00) —0.017** (-2.24) —0.021* (-1.85) —0.017** (-2.08)
Age -0.015 (-1.48) -0.013 (-117) -0.012 (-1.20) -0.011 (-1.22)
Sale_Vol 3.934 (0.96) 5.022 (1.23) 3.973 (0.91) 3.785 (0.89)
10_Own 0.575 (0.73) 0.366 (0.42) 0.726 (0.89) 0.579 (0.74)
Special 0.220 (0.72) 0.170 (0.52) 0.227 (0.75) 0.230 (0.78)
Ret_Vol 18.518 (1.17) -1.568 (-0.13) 9.886 (0.61) 18.603 (1.18)
Past Ret —0.298 (-1.38) -0.250 (-0.96) -0.144 (-0.65) -0.215 (-1.03)
#Analysts —0.093*x* (-2.12) —0.097%** (-2.07) —0.080* (-1.82) —0.091*x* (-2.07)
# of Obs. 18,824 13,087 17,455 19,040
Pseudo. R? 0.15 0.16 0.16 0.15

Note: This table reports logistic regression results of upward revenue misstatements on MUP, other revenue management proxies, and controls. The sample period is from
2004 to 2020. The dependent variable Misstate_Rev is set to 1 for the quarters in which the revenue number had to be restated downwards. MUP is an indicator variable set to 1
if the firm is a likely upward revenue manipulator, defined as a firm in the bottom 4SVI quartile and the top 4Sales quartile; ranking of observations is performed for each
industry-calendar quarter. F_Score is the fraud detection score as defined in Dechow et al. (2011), adapted to quarterly frequency. DiscretionaryRev is the discretionary revenue
as defined in the conditional revenue model of Stubben (2010), as shown in our Equation (4). Indicator AMUP equals 1 for firms in the bottom 4Sales quartile four quarters ago
but in the highest 4Sales quartile currently, and is zero otherwise. Indicator HMUP equals 1 for firms in the lowest quartile of the change in number of employees and the
highest 4Sales quartile, and is zero otherwise. Control variables are defined analogously as in Table 3 z-statistics are reported in parentheses. Industry and calendar quarter
fixed effects are included and standard errors are clustered by firm and by calendar quarter. The intercept is included but not tabulated for brevity. *** indicates p < 0.01;

**p < 0.05; *p < 0.1.

contrast, the coefficient on HMUP is not significant in our sample.
4.5. Cross-sample analyses

To corroborate Google search data as reliable EBS evidence for
assessing the veracity of firm reported sales, we next explore cross-
sample variation in the ability of MUP to detect revenue mis-
statements. We expect that MUP is most effective at identifying
revenue misstatements when Google search data can best capture
customer demand with less noise or when managers’ reporting is
less likely to be scrutinized by auditors.!”

4.5.1. Retail and business-to-customer industries vs. other
industries

We expect that Google search exhibits a stronger correlation
with product demand for industries in which customers are more
likely to search product information before their purchase, that is,
where 4SVI nowcasts sales growth well. We examine revenue
misstatement predictability in the sample of retail and business-to-
customer industries versus other industries, similar to the parti-
tions in Chakravarthy, DeHaan, and Rajgopal (2014). We rerun the
main Equation (1) regression in Table 2 for each subsample and
report the results in Table 4, Panel A. As predicted, MUP misstate-
ment predictive ability is concentrated in the retail and the
business-to-consumer industries (coefficient = 1152, z-
statistic = 2.87). In contrast, MUP is insignificant in the non-retail

17 We thank an anonymous referee for suggesting these additional cross-sample
tests.
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and the non-business-to-customer industries.

4.5.2. Interim quarters versus the fourth quarter

Our analyses are at the quarterly level. Substantive audit pro-
cedures are typically performed in the latter part of the fiscal year,
when unusual or incorrect revenue transactions would be identi-
fied and corrected as part of the audit, bringing reported sales
growth more in line with actual sales. We therefore expect MUP to
have a greater ability to identify revenue misstatement during
interim quarters than in the fourth fiscal quarter.

We partition our sample into two subsamples: an interim-
quarter sample (i.e. first, second and third fiscal quarters) and a
fourth quarter—only sample. We then run separate Equation (1)
regressions for the two subsamples; the results are reported in
Panel B of Table 4. As expected, we find that MUP is a strong
identifier of the misstatement of revenues for the interim quarters
(coefficient = 1.096, z-statistic = 3.21). In contrast, we do not find
revenue misstatement predictability in the fourth-quarter sample.
We also run Equation (1) regression for each of the interim quarters
separately and find that the interim-quarter coefficients for MUP
are 1.20, 1.24, and 1.21, respectively for Q1, Q2 and Q3, and all are
significant at the one percent level.

These findings suggest that auditors are able to exert control
over auditees to correct misstated reported sales. They may also
suggest that managers are cautious about overstating annual sales
and choose on their own to reverse out aggressive interim-quarter
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reporting of sales during the fourth quarter because of the annual
audit.'® Therefore, reported sales would be a noisier proxy for pre-
audit sales in the fourth quarter than in the interim quarters.
Collectively, our findings support the auditing theory of evidential
triangulation. MUP's ability to assess revenue fraud risk comes from
Google search data providing valid EBS evidence to help verify MBR
assertions (in this case, reported revenues).

4.6. Type I and type Il error analysis

Models that estimate discretionary manipulation of financial
reporting items using regression model residuals present an
inherent and well-known statistical “bad model” problem. Specif-
ically, the bad model problem results in false positives, a Type |
error that reduces the model's reliability in detecting manipulation
when it occurs. Our simple binary indicator model may have certain
advantages that complement the accruals-based regression resid-
ual measure. MUP does not rely on model specifications of accrual
behaviors, so it partially sidesteps the bad-model econometric is-
sues. So long as sales increases are accompanied by increases in
Google searches of similar magnitude, MUP will be less likely to
misidentify firms as manipulators, so it has a smaller Type I error
rate.

Another advantage of MUP is that it can also potentially detect
non-accruals-based revenue manipulations such as barter trans-
actions or grossed-up revenues or accruals-based revenue manip-
ulation that are later masked by actions like factoring of account
receivables. For example, a firm can artificially boost sales through a
liberal or unconditional return scheme. If the sales are in cash, a
traditional accruals-based revenue detection approach will fail to
discover such manipulation. Even if bartering, grossing-up of rev-
enues, or factoring situations occur, MUP could correctly identify
manipulation as long as the sales increase is from the false
reporting of sales not accompanied by Google searches that reflect
genuine interest from consumers in the firms’ products.

We evaluate the Type I and Type Il error rates for the MUP model
in our sample. Untabulated results indicate that we correctly clas-
sify 85.49% of 26,194 firm-quarter observations as having 13.74% of
Type I error and 75.68% of Type Il error. For comparison, Dechow
et al. (2011) report that predicting manipulation using an F_Score
with a cutoff of 1.0 correctly classifies 63.71% of 133,461 firm-year
observations as having a 36.31% of Type I error and 31.38% of
Type Il error in their sample. These findings suggest that the MUP
model is superior in attaining a higher correct classification rate
and a lower false positive rate. Section 4.2 describes how our
researcher MUP model likely has lower testing power (a higher
Type Il error rate) than the auditor's model because the auditor has
pre-audit revenues and other information to improve the testing
power of the auditor.

5. Additional corroborative and robustness analyses

We provide additional corroborative and robustness tests for
whether MUP firms likely have misreported revenues. We first
investigate whether the revenue surprises of MUP firms have less
persistence, a commonly used measure of revenue quality in the

18 We also examine the robustness of MUPannual based on the discrepancy be-
tween annual changes in sales growth and annual changes in the SVI. The
MUPannual coefficient is a slightly larger 1.095 (versus 0.93 for quarterly changes)
but has weaker statistical significance (z-statistic = 1.51, two-tailed p-value = 0.13).
However, MUPannual in the retail and the business-to-customer industries remains
significant (coefficient = 1.333, z-statistic = 1.90, two-tailed p-value = 0.057). The
lower power of the test for MUPannual is expected; the number of observations fell
by almost 75%.
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literature. To triangulate our EBS evidence with an MBR source of
evidence, we then examine whether MUP firms are more likely
associated with financial statement items that are common chan-
nels for revenue manipulation, such as accounts receivables, de-
ferred revenues, and allowance for bad debts. Lastly, we report on
some additional robustness analyses.

5.1. Are the revenue surprises of MUP firms less persistent than
those of non-MUP firms?

Many studies use the notion of persistence to estimate the
quality of earnings or revenues (Atwood, Drake, & Myers, 2010;
Baber, Kang, & Kumar, 1998; Dechow, Ge, & Schrand, 2010;
Demerjian et al., 2013; Givoly, Hayn, & Katz, 2010). The reasoning is
that high-quality revenue surprises are likely sustainable whereas
low-quality manipulated revenue surprises tend to reverse. Our
primary findings indicate that MUP firms tend to have overstated
revenue surprises, and therefore would exhibit lower revenue
surprise persistence. We run the following regression with the in-
clusion of MUP and its interaction with revenue surprises to
examine differences in persistence between MUP and non-MUP
firms:

ASalesjc 1 = Bo + B1ASales;j; + BoMUP;; + B3MUPj; x ASalesj; + other
controls + quarter fixed effect+ & (2)

where 4Sales; ; is next-quarter sales growth. The main variable of
interest is MUP x 4Sales. A negative 3 implies that MUP firms have
less revenue growth persistence after controlling for the magnitude
of revenue growth.

Column (1) of Table 5 shows that the coefficient on MUP x
ASales is negatively significant (—0.083, t-statistic = —2.79),
consistent with MUP firms having lower revenue growth persis-
tence relative to non-MUP firms. In terms of economic significance,
the sales growth of MUP firms is on average about 15% lower than
that of non-MUP firms (0.542 vs. 0.646). In Column (2) of Table 5,
we add the complete set of controls in Column (3) of Appendix C
(i.e., the nowcasting model) and the interaction terms between
ASales and the additional controls. The persistence coefficient (§3)
remains significant and negative (coefficient = -0.067, t-
statistic = —1.84).

In sum, our finding that the sales revenues of MUP firms reverse
faster than those of non-MUP firms corroborates that MUP iden-
tifies revenue misreporting.

5.2. How do MUP firms manage revenues upwards?

To test whether additional MBR evidence indicating revenue
misstatements corroborates the EBS evidence on how MUP firms
may have manipulated revenues, we explore the potential revenue
management channels that are likely used by MUP firms. Caylor
(2010) finds that firms manipulate both accrued revenues and de-
ferred revenues to avoid negative earnings surprises. Teoh et al.
(1998) find that firms manage earnings using the allowance for
bad debts. Therefore, we investigate the behavior of accrued and
deferred revenues as well as the allowance for bad debts for MUP
firms.

To test whether MUP firms use accounts receivables to manip-
ulate reported revenues upward, we extend the conditional
discretionary accounts receivable model of Stubben (2010) to
include our variable of interest MUP, as shown in the regression
below:



P-C. Chiu, S.H. Teoh, Y. Zhang et al.

Table 4

Logistic regressions of revenue misstatement on MUP and controls under subsamples.
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Panel A Retail and business-to-customer industries vs. Non-Retail and Non-business-to-customer industries

Dependent Variable (1)

(2)

Misstate_Rev

Retail and business-to-customer industries

Misstate_Rev
Non-Retail and non-business-to-customer

industries

Coefficients z-statistics Coefficients z-statistics
mupP 1.152%%* (2.87) 0.423 (0.49)
ASales; —1.005%*** (-2.69) —0.643 (-0.77)
ASales;_; -0.353 (-1.05) -0.019 (-0.04)
ASales;_» —0.149 (-0.43) 0372 (0.86)
ASales;._3 0.216 (0.47) —0.068 (-0.12)
Size 0.037 (0.22) —0.049 (-0.21)
BTM 0.109 (0.30) -0.226 (-0.42)
Lev -0.018 (-0.66) —0.005 (-0.19)
Loss —0.188 (-0.46) 0.669 (1.51)
BIG4 —0.801 (-1.54) —1.923%x* (-1.98)
OPCycle —0.017** (-2.25) —0.776* (-1.78)
Age -0.010 (-0.93) —0.026** (-2.11)
Sale_Vol 1.508 (0.35) 5.311 (0.56)
10_Own 0.277 (0.29) 1.893** (2.39)
Special 0.096 (0.26) 0.272 (0.47)
Ret_Vol 2.455 (0. ]9) 52.577** (2.55)
Past Ret —0.086 (-0.31) —-0.387 (-1.15)
#Analysts -0.078 (-1.57) —-0.045 (-0.64)
# of Obs. 14,360 2,970
Pseudo. R? 0.12 0.25
Panel B First Three Quarters vs. Fourth Quarter
Dependent Variable (1) (2)

Misstate_Rev Interim Quarters Misstate_Rev Fourth Quarter

Coefficients z-statistics Coefficients z-statistics
mupP 1.096%** (3.21) 0.448 (1.18)
ASales, —0.978** (-2.13) -0.826 (-1.20)
ASales;._ -0.297 (-0.77) 1.154 (1.39)
ASales;._, 0.388 (0.97) —2.446* (-1.96)
ASales; 3 -0.077 (-0.22) 1.486* (1.79)
Size 0.059 (0.40) 0.150 (0.94)
BTM 0.151 (0.52) 0.085 (0.26)
Lev —0.005 (-0.26) —0.049** (-2.05)
Loss -0.121 (-0.31) 0.551 (1.31)
BIG4 —0.815* (-1.71) —1.246%** (-2.66)
OPCycle —0.016* (-1.88) —0.044 (-1.26)
Age -0.012 (-1.31) -0.012 (-1.09)
Sale_Vol 2.249 (0.51) 6.302%** (2.05)
10_Own 0.651 (0.91) 1.023 (1.28)
Special 0.226 (0.77) 0.061 (0.21)
Ret_Vol 18.479 (1.23) —2.356 (-0.13)
Past Ret -0.237 (-1.17) —0.538*x (-2.06)
#Analysts —0.079* (-1.78) —0.114%%* (-2.62)
# of Obs. 13,886 3,208
Pseudo. R? 0.15 0.19

Note: This table reports logistic regression results of upward revenue misstatements on MUP, and controls in subsamples. Panel A reports results of retail and business-to-
customer industries vs. other industries. Panel B reports results of interim quarters (1st, 2nd, and 3rd fiscal quarters) vs. fourth fiscal quarter. The sample period is from
2004 to 2020. The dependent variable Misstate_Rev is set to 1 for the quarters in which the revenue number had to be restated downwards. MUP is an indicator variable set to 1
if the firm is a likely upward revenue manipulator, defined as a firm in the bottom 4SVI quartile and top 4Sales quartile, and is zero otherwise; ranking of observations is
performed for each industry-calendar quarter. Appendix B defines the variables 4Sales, 4SVI, and the following control variables: size (Size), book-to-market ratio (BTM),
leverage (Lev), a loss indicator (Loss), a Big Four indicator (BIG4), operating cycle (OPCycle), firm age (Age), the standard deviation of sales over at least three of the last eight
quarters (Sale_Vol), institutional ownership (I0_Own), special items (Special), the standard deviation of the monthly stock returns in the prior year (Ret_Vol), the return over the
past 12 months (Past Ret), and number of analysts following (#Analysts). Industry and calendar quarter fixed effects are included in regressions. Standard errors are clustered
by firm and by calendar quarter. z-statistics are reported in parentheses. The intercept is included but not tabulated for brevity. *** indicates p < 0.01; **p < 0.05; *p < 0.1.

AccRevje = B9 + B1MUPjc +8, ASVI; +(B34Salesjs + ASalesje x (B4Sizej
+ BsAgejr + BsAgeSqr+ B7GrowPos;; +BsGrowNegje +BoGMijr+
B10GMSqrj) + other controls+ &j, 3)
In addition to MUP, the regressors include 4SVI, 4Sales, the inter-
action of 4Sales with the firm's size, age, and its square, indicator
variables for positive and negative industry-adjusted growth rate
(GrowPos, GrowNeg), gross margins and its square (GM and GMSqr),
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and other controls. We include the search variable 4SVI because it
proxies for demand for the firms' products and high numbers of
searches that translate to actual credit sales would increase ac-
counts receivables. The set of other controls are common firm
fundamental characteristics, including size, book-to-market ratio,
leverage, a loss dummy, return on assets, and the length of the
operating cycle to proxy for the economic determinants of accrued
revenues.
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Table 5

Persistence of sales changes for MUP firms.
Dependent Variable (1) (2)

ASales; ¢ ASales; 1
Coefficients t-statistics Coefficients t-statistics

ASales; 0.646%** (35.51) 0.860%+* (8.67)
MuP 0.013* (1.79) 0.012 (1.39)
MUP x ASales, —0.083% (-2.79) —0.067* (-1.84)
ASales,.; 0.072%++ (2.96)
ASales;.» 0.084*x** (3.71)
ASales,.; —0.218%+* (-12.46)
Size 0.006*+* (4.23)
BTM —0.016%** (-6.22)
Lev —0.000 (-0.49)
Loss ~0.002 (-0.77)
BIG4 —0.010%* (-2.30)
OPCycle 0.000 (0.02)
Age —0.000%+* (-6.31)
Sale_Vol 0.050 (1.17)
10_Own 0.001 (0.44)
Special —0.003 (-1.20)
Ret_Vol ~0.150 (-1.40)
Past Ret 0.036%+* (7.99)
#Analysts —0.007 *** (-2.92)
ASales interactions with Controls Included
# of Obs. 44,818 32,376
Adj. R? 0.45 0.54

Note: This table reports results of regressions of 4Sales;,; on 4Sales;,, MUP, MUPx 4Sales;, and control variables. The sample period is from 2004 to 2020. The dependent
variable, 4Sales;, ;, is the sales change in the next quarter. MUP is an indicator variable set to 1 if the firm is in the bottom 4SVI quartile and top 4Sales quartile, and is zero
otherwise; ranking of observations is performed for each industry-calendar quarter. MUPx 4Sales; is the interaction variable between MUP and 4Sales;. 4Sales; and 4Sales;.;
(i=1to 3) are current and one-to three-quarter-lagged seasonal sales changes. Appendix B defines the variables 4Sales, 4SVI, and the following control variables: size (Size),
book-to-market ratio (BTM), leverage (Lev), a loss indicator (Loss), a Big Four indicator (BIG4), operating cycle (OPCycle), firm age (Age), the standard deviation of sales over at
least three of the last eight quarters (Sale_Vol), institutional ownership (I0_Own), special items (Special), the standard deviation of the monthly stock returns in the prior year
(Ret_Vol), the return over the past 12 months (Past Ret), and number of analysts following (#Analysts). Calendar quarter fixed effects are included and standard errors are
clustered by firm and by calendar quarter. t-statistics are reported in parentheses. The intercept is included but not tabulated for brevity. *** indicates p < 0.01; **p < 0.05;
*p < 0.1.

Table 6

Regressions of accrued revenues, deferred revenues, and allowance on MUP.
Dependent Variable (1) (2) (3)

AccRev DefRev Allowance
Coefficients t-statistics Coefficients t-statistics Coefficients t-statistics

muP 0.013*x* (5.13) 0.001 (1.51) —0.007** (-2.22)
ASVI; 0.004%*** (3.56) —0.000 (-0.22) —0.006* (-1.78)
ASales; 0.241%** (2.33) 0.044**x* (7.97) -0.012 (-0.44)
ASales, xSize 0.019%* (2.42)
ASales;x Age 0.003 (1.17)
ASales;xAgeSqr —0.000 (-1.32)
ASales;x GrowPos —0.063 (-0.67)
ASales;x GrowNeg -0.141 (-1.44)
ASales;xGM 0.101%** (2.14)
ASales;x GMSqr 0.065 (0.73)
Sales; —0.006%** (-4.12) —0.025* (-1.78)
GrossRec 0.010 (0.41)
StdSales —0.096%** (-2.59)
RecTurnover 0.002%* (2.22)
Size —0.000 (-1.52) 0.000 (1.09) —0.005%** (-4.26)
BTM 0.000 (0.25) —0.001** (-2.01) —-0.004 (-1.13)
Lev 0.007**x* (4.91) —0.000 (-0.13) 0.000 (0.03)
Loss —0.007*** (-5.38) 0.002%** (2.86) 0.008%** (2.58)
ROA 0.010 (0.80) —0.004 (-0.31) 0.010 (0.22)
OPCycle 0.000 (1.25) —0.000 (-0.09) —0.000 (-0.27)
# Obs 30,836 25,089 14,933
Adj. R? 0.22 0.03 0.08

Note: This table reports results of regressions of sales-related accruals variables on MUP and control variables. The sample period is from 2004 to 2020. In Column (1), the
dependent variable AccRev is change in accrued revenues. In Column (2), the dependent variable DefRev is change in deferred revenues. In Column (3), the dependent variable
Allowance is the allowance for uncollectible account receivables. MUP is an indicator variable set to 1 if the firm is a likely upward revenue manipulator, defined as a firm in the
bottom 4SVI quartile and top 4Sales quartile, and is zero otherwise; ranking of observations is performed for each industry-calendar quarter. All variables are defined in
Appendix B. Calendar quarter fixed effects are included in regressions and standard errors are clustered by firm and by calendar quarter. t-statistics are reported in paren-
theses. The intercept is included but not tabulated for brevity. *** indicates p < 0.01; **p < 0.05; *p < 0.1.
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We report the results in Column (1) of Table 6. The coefficient on
MUP () in the accrued revenue regression is positively significant
(0.013, t-statistic = 5.13), consistent with our conjecture that MUP
firms likely manage revenues upward by increasing accrued reve-
nues. The effect of MUP is also economically significant. Moving
MUP from 0 to 1 increases accounts receivables by about 1.1% of
lagged total assets, or about 28% of the standard deviation of
changes in accounts receivables.

To test whether MUP firms use deferred revenues account to
manipulate revenues, we use the determinants of deferred reve-
nues in Srivastava (2014) and add our key variables MUP and 4SVI
as shown in the regression below:

DefRevje = o + 81MUPj; + $24SVI, + B34Salesjs + (4Salesjc + other
controls+ &j¢ (4)

High numbers of Google searches may occur around pre-
payments, but are only associated with actual revenues with a lag.
Thus, upward revenue manipulation detected by MUP is less likely
via the deferred revenue channel. Thus, we do not expect the MUP
coefficient §; in Equation (5) to be significant. Consistent with our
expectation, the coefficient in Column (2) of Table 6 is not statis-
tically significant.

We also investigate whether MUP firms likely have a lower
allowance for uncollectible accounts. Adapting Jackson and Liu
(2010), the following regression model is:

Allowanceje = Bo+061MUPj+B24SVI+(334Salesj+(4Salesje +
BsGrossRecj; + BsStdSalesjc+ f7RecTurnover;e 4 other controls + &j(5)

We include sales level, gross accounts receivable, the standard
deviation of sales, receivable turnover, 4SVI, 4Sales, and the same
set of other common controls as previously described. The coeffi-
cient on MUP in the allowance regression (Table 6, Column (3)) is
negatively significant (—0.007, t-statistic = —2.22). The effect of
MUP is also economically significant, with a change of MUP from
0 to 1 showing a decrease in Allowance by about 0.7% of gross re-
ceivables, or about 14% of its standard deviation. This result com-
plements the finding from Column (1). MUP firms report higher
increases in accounts receivables but reserve less for uncollectible
accounts than do non-MUP firms, consistent with MUP firms
managing accruals and biasing revenues upward.

5.3. Additional robustness tests

The business press and analysts may also be conduits for
whistleblowers to come forward about financial reporting fraud,
though such investigations entail significant lag time. Some studies
document a positive effect of media on earnings management,
mainly via a monitoring role that curbs managerial opportunistic
behaviors (Cheng, Liu, & Wei, 2020). The business media has also
been shown to play a role in improving the flow of information in
capital markets, thereby reducing information asymmetry between
managers and outside stakeholders (Bushee, Core, Guay, & Hamm,
2010; Drake, Guest, & Twedt, 2014; Fang & Peress, 2009; Guest,
2021). In summary, media reporting enhances monitoring by
drawing the attention of market participants to potential mana-
gerial opportunism.
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In this subsection, we investigate MUP's ability to predict reve-
nue misstatements incremental to analyst and media coverage.
Analyst coverage is already included as a control in our baseline
regressions. We add media coverage as an additional control vari-
able in our main regression model to examine the robustness of our
results. Using the Ravenpack dataset, we calculate media coverage
as the natural log of the times the firm was mentioned by media in
the contemporaneous quarter.

We observe that the coefficient on both media coverage and
analyst coverage are significantly negative in the regression, sug-
gesting that higher media and analyst coverage are indeed associ-
ated with lower revenue restatements (untabulated). Notably, the
ability of MUP to detect revenue misstatements remains robust and
the magnitude of the coefficient on MUP is basically unchanged as
compared with that in the baseline regression.

5.4. Additional caveats

Despite the extensive corroborative and robustness tests we
conduct, we recognize that MUP has limitations. Both reported
sales and Google search index volume (SVI) are imperfect proxies
for a firm's true product demand. There are several reasons why
Google searches for brands capture actual sales with noise. Not all
Google searches translate into actual sales, and not all purchases
are preceded by online searches. As a result, the observed corre-
lation between the 4SVI and 4Sales may be only modest, which
would reduce the test power of the MUP predictor. These con-
taminations likely bias against the ability to detect revenue
manipulation.

Recall that our goal is to propose a simple prototype model to
assist auditors and other stakeholders in assessing revenue fraud
risk. This task does not require that Google Trend's SVI be a perfect
proxy for the consumer demand for a firm's products, but rather
imply only that Google searches contain information that is outside
of managerial control about consumer demand for the concurrent
fiscal period of sales. An additional contribution is that MUP
showed incremental predictive power beyond past predictors of
restatements.

6. Conclusion

We show that MUP—an indicator based on the incongruence
between (a) the quarterly change in the Google search volume in-
dex and (b) the sales revenue growth as reported by the firm—can
serve as useful external EBS evidence that may assist auditors in
assessing revenue misstatement risk. Specially, we find that MUP
firms are more likely to have big R restatements than non-MUP
firms.

Our results are robust to modifying MUP in two ways: using
analyst forecasts to proxy for pre-audit revenue that is available to
auditors, and using a simple fixed cutoff (+15%) for sales growth
and change in Google searches so that the model is easily imple-
mentable by auditors. We also show that MUP is a stronger and
incremental predictor to known fraud detectors such as the F_Score,
discretionary revenues, two alternative indicator predictors based
on current sales growth and its deviation from sales growth in the
same quarter prior year and from headcount growth, analyst
coverage, and media coverage.
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To corroborate the key results, we find that MUP predicts rev-
enue misstatements more strongly for firms in end-user industries,
for which Google searches are likely to capture demand with less
noise. The MUP predictability is also stronger during the first three
fiscal quarters, when reported sales growth is a better proxy for
pre-audit sales growth than that of the fourth quarter. We further
find that MUP firms tend to have lower revenue surprise persis-
tence, higher increases in accrued revenues, and a lower allowance
for bad debt expenses, consistent with the inflated revenue sur-
prises for MUP firms.

Our purpose in identifying the MUP effects is to demonstrate a
simple use of Big Data that is external to management control and
available at minimal cost in real time to auditors and other stake-
holders for the purpose of assessing revenue fraud risk. Since a
simple tool like MUP can help in assessing revenue fraud risk, we
can suggest a potential policy implication for reducing waste
associated with misreporting behaviors. We propose that the SEC
and accounting regulators look beyond the rules of mandatory
disclosure to the public. We suggest that they expand their role to
guide the development of a technology infrastructure that aggre-
gates firm-level information about transactions and activities
directly from external parties transacting with the firm and make
the information publicly available at low cost to auditors and other
stakeholders.

For example, perhaps SEC or accounting regulators could pro-
vide the infrastructure with support from Google Trends to orga-
nize and aggregate search data about all of a firm's products, as
suggested by our MUP prototype model. Additional software to
automate the nowcasting of sales and compare the forecasts
generated from this external source to the reported sales could
provide EBS evidence to auditors and make potential misreporting
of sales transparent. Facilitating the detection of potential mis-
reporting of firm fundamentals would reduce the benefits of mis-
reporting to firm managers and therefore discourage the practice.
Sunshine may indeed be the best disinfectant for fraudulent
reporting of revenues.

= GoogleTrends

Accounting, Organizations and Society xxx (XXXX) XXx

We understand that many other considerations will need to be
worked out before our idea for MUP can be implemented, fully
functional, and useful. Privacy or proprietary issues pertaining to
individual transactions with a public firm may be overcome by
using only aggregated, and therefore anonymized, information.
Firm disclosures may also be encouraged to provide other legiti-
mate reasons for any large deviations between reported funda-
mentals and the implied fundamentals suggested by Big Data.

In addition to Google searches, there are other potential Big Data
candidates that could be harnessed in a similar manner to constrain
the misreporting of revenues. Similarly, Big Data correlates for
other firm activities could be utilized to detect misreporting of
expenses, not just revenues. We encourage further research into
suitable candidates for such external information correlates of
major firm activities in order to build a comprehensive external
information infrastructure that provides closer to real-time infor-
mation about firm performance for all investors, perhaps for a small
fee to defray the costs of maintaining the information infrastruc-
ture. Such an infrastructure may enrich available EBS evidence for
auditors and stakeholders so that they can improve the detection of
and potentially deter accounting fraud.

Data availability

Data from Google Trends are available publicly. All other data
sources are available via subscription or purchase as explained in
the paper.

Appendix A. How to download Google Trends Search Volume
Index (SVI) Data

Google Trends website available at https://trends.google.com/is
an online search tool that allows the user to see how often specific
keywords, subjects and phrases have been queried over a specific
period of time.

United States v [

Explore what the world
is searching

Enter a search term or a topic

Or start with an example

® Taylor Swift @ Kim Kardashian

b g

Interest by subregion, Past 7 days, United States

® World Cup

’

>

Interest by region, Past 7 days, Worldwide

® Football ® American football

Interest by subregion, 2004 - present, United States
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For example, to get the Google search volume index (SVI) for
Coke, we type “Coke” in the search bar and will get the following
screenshot. The blue line shows the SVI of Coke at different time
periods. It also shows interest by subregion and related top searches.

® Coke

United States ~ Past 12 months ~ All categories

Interest over time

Accounting, Organizations and Society xxx (XXXx) XXX

In our sample, we choose a specific time period from January
2004 to December 2020. Google trends returns the following
screenshot. To download the SVI, click the arrow in the upper right
corner, and it will show the “CSV”. Clicking on this downloads the

+ Compare

Web Search ¥

e

<>

A

Interest by subregion

Related topics

1 Dreamworld - Theme park in Australia

The region can be a whole country, state or a city. We focus only
on the United States.

® Coke

Search term

1

2

3

&

Subregion v ® <> <&
Georgia —
Indiana —
Utah —
West Virginia —
Tennessee —

>

Related queries Rising v & <>

1 starlight coke

CSV format file of Coke SVI from 1/1/2004 to 12/31/2020.

+ Compare

United States ¥ Past 12 months ¥ All categories v Web Search v

We can also choose the time range for the search.

® Coke

Search term

United States ¥ Past 12 months All categories ¥

Past hour
Interest over time

Past 4 hours

Past day

Past 7 days

Past 30 days

Past 90 days

Past 5 years

2004 - present

Custom time rang.

+ Compare

Web Search ¥

&
~
v
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® Coke

arch term

United States ¥ 1/1/04-12/31/20 ¥ All categories ¥ Web Search ¥
Interest over time

+ Compare

Appendix B. Definitions of Variables

Variable Definition

ASales; Seasonal change in firm sales divided by previous four-quarter sales, (([SALEQ]~[SALEQ]:.4)/[SALEQ];.4).

ASales;._ One-quarter-lagged scaled seasonal change in sales, ([SALEQ];.;-[SALEQ];.5)/[SALEQ]y.5).

ASvI Seasonal change in firm Google search volume index (SVI) divided by the previous four-quarter, SVI ((SVIi-SVI;.4)/SVI;.4).

AccRev Seasonal change in accounts receivable divided by previous four-quarter total assets, (([RECTQ]; -[RECTQ];.4)/[ATQ];-4).

Age The number of years since listing in the CRSP database.

AgeSqr Square of Age.

Allowance Allowance for uncollectible accounts scaled by gross accounts receivable, ([RECDQ]/(|[RECTQ]+[RECDQ];)).

AMUP An indicator variable set to 1 if a firm is in the bottom 4Sales quartile four quarters ago but in the highest 4Sales quartile currently.

BIG4 An indicator variable which equals 1 if a firm is audited by a Big Four auditor and 0 otherwise.

BTM The book value of equity [CEQQ], divided by the market value of equity ([PRCCQ]*[CSHOQ];) at the end of the most recent fiscal quarter for which the data
are available.

DefRev Seasonal change in deferred revenue divided by the previous four-quarter total assets, ((/DRQ]J; -[DRQJ;.4)/[ATQ];.4).

DiscretionaryRev The regression residual based on the conditional revenue model of Stubben (2010), as shown in our Equation (4).

F_Score 100 times the fraud detection score estimated from Dechow et al. (2011), adapted for quarterly frequency.

GM Gross margin, sales minus cost of goods sold scaled by sales, ([SALEQ]-[COGSQ].)/[SALEQ];).

GMSqr Square of GM.

GrossRec Gross receivables divided by lagged total assets, ([RECTQJ~+[RECDQ].)/[ATQ];-1).

GrowNeg An indicator variable which equals 1 if industry-median- adjusted revenue growth is negative and 0 otherwise.

GrowPos An indicator variable which equals 1 if industry-median- adjusted revenue growth is positive and 0 otherwise.

HMUP An indicator variable set to 1 if a firm is in the bottom change in headcount quartile but in the highest 4Sales quartile currently.

10_Own The fraction of shares owned by institutions.

Lev Total liability divided by the book value of equity, (J[ATQ]-[CEQQ].)/[CEQQ]y).

Loss An indicator variable which equals 1 if the firms has negative income before extraordinary items [IBQJ; and O otherwise.

Misstate_Rev An indicator variable which equals 1 for quarters in which firms are identified as making an upward misstatement of revenues and 0 otherwise.

MUP An indicator variable. For each calendar quarter and industry, all firms are sorted into quartiles based on the magnitude of 4SVI and separately into
quartiles based on the magnitude of 4Sales. Firms in the bottom 4SVI quartile but the top 4Sales quartile are coded 1; 0 otherwise.

OPCycle The length of operating cycle, measured using COMPUSTAT annual file, (360/(/SALE],/.5*([RECT]+[RECT];.1))+ 360/([COGS];/.5*([INVT]+[INVT];_1)).

Past Ret The returns over the past12 months.

RecTurnover Gross receivable turnover, ([SALEQ],/([RECTQ]+[RECDQ];)).

Ret_Vol The standard deviation of the monthly stock returns in the prior year.

ROA Return on total assets, the net income before extraordinary items [IBQ]; divided by previous quarter total assets, ([ATQJ:.; ([IBQJ/[ATQ]:-1).

Sale_Vol The standard deviation of annual sales ([SALE]/average assets[AT]) over the last eight quarters, at least three years data are required.

Special The amount of special items scaled by book value of assets.

StdSales Standard deviation of the firm's sales scaled by total assets, ([SALEQ],/[ATQ];) over the previous 8 quarters.

Size The natural log of the market capitalization, ([PRCCQ]*[CSHOQ];) (in millions) at quarter end.

#Analysts Number of analysts following of the company.

* Brackets contain COMPUSTAT item code.
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Appendix C. Regressions of Sales Changes on Current and
Lagged Changes in SVI Index

Accounting, Organizations and Society xxx (XXXx) XXX

Dependent Variable (1) (2) 3)

ASales; ASales; ASales;

Coefficients t-stats Coefficients t-stats Coefficients t-stats
ASVI, 0.080%** (8.22) 0.029%** (4.55) 0.022%%* (3.41)
ASVIeq 0.005 (1.18) 0.004 (0.81)
ASVI;.» 0.008* (1.78) —0.003 (-0.61)
ASVl,.5 0.006* (1.70) 0.003 (0.71)
ASales.; 0.566%** (24.08) 0.609%** (23.15)
ASales.» 0.132%%* (7.87) 0.098%** (4.04)
ASales;_3 0.088**x* (4.33) 0.077%%* (3.65)
ASales;4 —0.205%** (-10.89) —0.214%%* (-11.23)
Size 0.004%** (3.20)
BTM —0.010%** (-3.60)
Lev 0.000 (0.23)
Loss —0.036%++ (-6.95)
BIG4 —0.016%++ (-5.18)
OPCycle —0.000 (-1.45)
Age —0.001#+* (-8.68)
Sale_Vol 0.104%* (2.42)
10_Own 0.004 (1.28)
Special 0.003 (1.38)
Ret_Vol 0.066 (0.44)
Past Ret 0.037*%x* (9.82)
#Analysts —0.000 (-0.76)
# of Obs. 46,739 39,685 30,863
Adj. R? 0.06 0.46 0.54

Note: This table reports estimation results of regressions of 4Sales; on 4SVI,, 4Sales;.;, and control variables. The sample period is from 2004 to 2020. The dependent variable,
ASales,, is the percentage seasonal changes in a firm's quarterly sales. The key independent variable, 4ASVI,, is the percentage seasonal changes in a firm's SVI. 4Sales;_; to
ASales;.4 are one-quarter- to four-quarter-lagged seasonal changes in sales, respectively, and lagged 4SVI;.; to 4SVI. 3 are one-quarter- to three-quarter-lagged seasonal
changes in SVI. Control variables including size (Size), book-to-market ratio (BTM), leverage (Lev), a loss indicator (Loss), a Big Four indicator (BIG4), operating cycle (OPCycle),
firm age (Age), the standard deviation of sales over at least three of the last eight quarters (Sale_Vol), institutional ownership (I0_Own), special items (Special), the standard
deviation of the monthly stock returns in the prior year (Ret_Vol), the return over the fiscal quarter (Past Ret) and the number of analysts following (#Analysts) are as defined in
Appendix B. Calendar quarter fixed effects are included, and standard errors are clustered by firm and by calendar quarter. t-statistics are reported in parentheses. The
intercept is included but not tabulated for brevity. *** indicates p < 0.01; **p < 0.05; *p < 0.1.
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